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Abstract 

The  upper Pacific Ocean current  and  temperature have been simulated by a 3-dimensional 

ocean general circulation model (OGCM)  with two different vertical mixing schemes. One 

corresponds to  the modified Richardson number dependent scheme of Pacanowski and Phi- 

lander  (PP, 1981); the  other is adapted from the newly developed K-Profile Parameterization 

(KPP) scheme (Large et  al., 1994). Both schemes include the penetration of shortwave radi- 

ation. For the KPP scheme, an ocean boundary layer depth is predicted and  the  turbulent 

mixing within this  boundary layer  is parameterized using a nonlocal bulk Richardson num- 

ber  and the similarity  theory of turbulence. Below the  boundary layer, the vertical mixing is 

parameterized through  the local gradient Richardson number and a background mixing co- 

efficient similar to  the PP scheme. The performances of both schemes in the Pacific OGCM 

are evaluated  under the same model configuration and  boundary  conditions. Model and  data 

comparisons are made for the mean state,  annual cycle, and interannual-to-interdecadal vari- 

ability. In  the  tropics,  both  the PP and KPP schemes produce  reasonably  realistic  tropical 

thermal  and  current  structures; however, the  KPP is better  than  the PP in several im- 

portant  aspects. For example, the thermocline  in the  KPP scheme is tighter  and  the cold 

tongue  in the eastern  equatorial Pacific is  less  cold than  that in the PP solution. The core 

of the  equatorial Undercurrent from the  KPP scheme is much closer to  the observation. In 

the extra-tropics, however, the  KPP scheme is significantly better  than  the PP in  simulat- 

ing the  thermal  and  current  structures ranging from the mean state  to annual cycle and 

decadal-to-interdecadal variability. 
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1. Introduction 

It is  well-known that oceanic vertical mixing plays a prominent role in  regulating the sea 

surface temperature  (SST), a critical oceanic parameter in controlling the exchanges of energy 

and momentum between the ocean and  atmosphere.  Climate models with an aim to represent 

realistic  ocean  dynamics have to properly  describe the vertical mixing processes. The vertical 

mixing, because  of the small-scale turbulent processes involved, usually cannot  be explicitly 

resolved in ocean  general  circulation models (OGCMs) and has to  be  parameterized. 

The conventional parameterization of the vertical mixing is to use an eddy diffusion 

model (the so-called K-theory), which assumes a local relationship between eddy fluxes and 

model prognostic variables. The simplest example is to use a constant mixing coefficient 

everywhere (Bryan and Lewis, 1979; Sarmiento  and  Bryan, 1982). Although the constant 

mixing coefficient can  be optimized for some specific regions, its  application to models of 

basin to global scales is often  problematic.  One  alternative is to relate the mixing coefficients 

to  the local Richardson number (Ri) based on  stability  theory  (Robinson, 1966). The Ri- 

dependent mixing scheme was demonstrated to have a reasonable skill in simulating  the 

tropical  circulation in 3-dimensional OGCMs (Pacanowski and  Philander, 1981, hereafter as 

PP; Philander  et al., 1987). Simulations  with the PP scheme provide a good representation 

of the shear  instability process in the tropical oceans. Therefore, they  are significantly better 

in the tropics than those  with  constant mixing coefficients.  However, the PP scheme is still 

deficient in  simulating several important  aspects of the tropical  circulation  (Stockdale et  al., 

1993; Niiler et al.,  1995).  Comparison  with  turbulence  measurements has shown that  the PP 

scheme underestimates the turbulent mixing at low Ri, while overestimating the  turbulence 

mixing at high Ri  (Peters  et  al., 1988). As a result, the thermocline  simulated by the PP 

scheme is much too diffused as compared to observations. The  surface  current simulated 
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by the PP scheme is too  strong, while the  Equatorial Undercurrent is too shallow due  to 

insufficient momentum  penetration in the surface boundary layer (Niiler et  al., 1995; Halpern 

et al., 1995). Furthermore,  the performance of the PP scheme in the extra-tropics is rather 

poor  (Stammer  et  al., 1996) due to  the lack of explicit specification of other  turbulence mixing 

processes (e.g., wind stirring  and convective overturning).  The PP scheme is essentially a 

first-order turbulence closure scheme involving a parameterization of small-scale Kelvin- 

Helmholtz instability. It is not  meant to parameterize the effects of large eddies. All these 

motivate  further  exploration of alternative vertical mixing schemes (e.g., Waliser et al., 1994). 

One  alternative is to use higher-order turbulence closure schemes: e.g., the second-order 

closure scheme of level-1.5 (Blanke and Delecluse, 1993), level-2.5 (Mellor and  Yamada, 

1982; Rosati  and Miyakoda, 1988))  or a modified second-order closure mixed-layer scheme 

(Kantha  and Clayson,  1994). However, most of these higher-order closure schemes require 

high vertical resolution and/or high-frequency forcings and are,  therefore,  computationally 

costly for climate  studies.  These  turbulence closure schemes attempt  to  parameterize small- 

scale motions  with local prognostic variables in the model such as turbulence  length scales, 

which are small in comparison to  the  boundary layer. Gnanadesikan and Weller (1995) and 

McWilliams et al. (1997) have argued that such schemes are  unstable  to large  eddies, such 

as those  in the Langmuir  circulation. Meanwhile, the lack of explicit nonlocal turbulence 

transport in these  turbulence closure schemes strongly  limits  their  representation of the 

subgrid-scale mixing processes due  to  the difficulty in  reproducing the entrainment flux at 

the  bottom of the  boundary layer (Ayotte et al.,  1996). 

Another  alternative is to employ a vertically homogeneous mixed-layer model (e.g., Kraus 

and  Turner, 1967; Garwood, 1977) to simulate the near surface processes. Using a layered 

model, Chen et  al.( 1994) recently developed a hybrid scheme by combining a homogeneous 



mixed-layer model with Price’s (Price  et  al., 1986) dynamical  instability model. However, the 

coupling of such a bulk mixed-layer  model to a discrete level  model is far from straightforward 

(Haidvogel and Beckmann, 1999). 

Recently a nonlocal vertical mixing scheme called K-Profile Parameterization (KPP) has 

been proposed (Large et  al., 1994). The  KPP scheme does  not  assume a priori that  the 

boundary layer is  well  mixed and explicitly predicts an ocean boundary layer depth.  Within 

this  boundary layer, the turbulent mixing is parameterized using a nonlocal  bulk  Richardson 

number and  the  similarity theory of turbulence. Below the  boundary layer, the vertical 

mixing is parameterized  through the local gradient Richardson number and a background 

mixing similar to  the PP scheme. 

The  KPP formulation and  its performance in one-dimensional models have been described 

in Large et  al. (1994) and Large and Gent  (1999). The annual-mean climatology from a 

3-dimensional coarse-resolution global ocean model with the KPP scheme can  be found in 

Large et  al. (1997), where numerical experiments  are designed for comparsion  with a baseline 

experiment with  constant vertical mixing coefficients. What is the performance of the KPP 

scheme in a higher resolution ocean general circulation model? Besides the annual-mean 

climatology, what kind of systematic  impact  does  the KPP scheme have on  simulating  the 

important  annual cycle and interannual-to-interdecadal variability? How significant are those 

improvements of the  KPP scheme, if any, in simulating the  thermal  and  current  structures 

when compared  with  those conventional schemes? This paper  describes the performance 

of the  KPP scheme in  simulating the 3-dimensional thermal  and  current  structures in a 

Pacific OGCM  with  enhanced resolutions in the tropics.  Systematic  comparisons  are  made 

between the  KPP  and PP schemes in  terms of the annual-mean climatology, annual cycle, 

and interannual-to-interdecadal variability. The description of the ocean model and model 
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experiments is  given  in section 2. In section 3, both mixing schemes are described briefly. 

In section 4,  the comparisons between the simulations and available observations are made. 

Finally, discussion and  summary  are presented in section 5. 

2. Description of ocean  model  and  experiment  design 

2.1 The model 

The numerical model used in this  study is based upon the National  Center for Atmospheric 

Research (NCAR)  Climate  System Modeling (CSM) Ocean Model (NCOM) (Gent  et  al., 

1998)) which  evolved from the Modular Ocean Model (Pacanowski, et  al. 1991) devel- 

oped at the Geophysical Fluid Dynamical Laboratory  (GFDL). Among several new features 

implemented in NCOM, we want to emphasize the eddy-induced isopycnal transport  param- 

eterization  (Gent  and McWilliams, 1990, hereafter as GM)  and the KPP vertical mixing 

scheme, which will be explained in details in section 3. The governing equations  are  the 

primitive  equations in spherical  coordinates,  with the  hydrostatic, Boussinesq, and rigid-lid 

approximations  (Bryan, 1969; Cox, 1984). The model domain covers the Pacific basin from 

45"s to  65"N in latitude  and from lOO'E and 70"W in  longitude. The longitudinal resolu- 

tion is 2" uniformly. The latitudinal resolution is  0.5" within 10"s and 10"N and  gradually 

increases poleward to 2" at and beyond 20"s and 20"N. There  are 25 levels throughout the 

water  column,  with  5 uniform levels in the upper 50 m and 10  additional levels between 50 

and 277 m (see Table 1). Because of the use of the GM parameterization, the horizontal 

diffusivity is set  to zero and a relatively small value of 5 x 105cm2s-1 is  used  fur horizon- 

tal viscosity, isopycnal diffusivity, and thickness diffusivity. The vertical mixing terms  are 

treated implicitly. The  time  step is one  hour. 

The parameterization schemes for the surface fluxes and  the vertical mixing are described 
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in more details below, since they  are  intimately coupled with the ocean boundary layer 

parameterization. 

2.2 Surface  forcing 

Surface  forcing can  be  separated  into  momentum,  heat,  and  fresh-water fluxes. The mo- 

mentum fluxes ( T ~ ,  7,) are calculated from the zonal and meridional wind speeds in the 

Comprehensive  Ocean-Atmospheric Data Set (COADS) (da Silva et  al., 1994) by using the 

formula  based  on the Large and Pond (1981) drag formulation. The COADS is selected 

because it is the longest surface  marine data set covering the whole Pacific basin. The  net 

heat flux Qt across the ocean  surface is  given as: 

Q ~ = R s - R L - Q s - Q L ,  (1) 

where Rs is the incoming short wave radiation  and RL is the outgoing long  wave radiation. 

Both Rs and RL are provided by COADS. The sensible heat flux QS and  the  latent  heat 

flux QL are calculated  through the bulk formula as follows: 

QS = PoCDCPIVI(T - TA) (2) 

QL = PoCDLIVI[es(T) - ?f,(TA)](0.622/PA), (3) 

where [VI is the wind speed, T' is the  air  temperature  (both also  derived from COADS), 

and T is the model simulated temperature.  The  saturation vapor  pressure is 

e, (T )  = 1 0 9 . 4 - F .  (4) 

Theconstants  arep, = 1 . 2 ~ 1 O - ~ g c m - ~ ,  L = 595caZg-l, CD = 1 . 2 ~ 1 0 - ~ ,  Cp = 0.24~aZg-~"C-', 

PA = 1013mb, and  the mixing ratio y = 0.8. The  parameterizations of the  kinematic surface 
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fluxes are given by 

- rv wvo =-- 
Po 

For the model  salinity, the climatological  fresh-water flux, F,, defined as  the  precipitation 

minus  evaporation,  derived from COADS, is used. In  order  to  compensate  uncertainties 

in the fresh-water flux, the model sea  surface  salinity is also  restored  toward the value of 

Levitus  monthly-mean  climatology  (Levitus et  al, 1994) with  a  damping  time  scale of thirty 

days. The parameterized  fresh-water flux  is: 

where = da(l) /30days,  where dz(1) is the first-level grid depth.  The surface buoyancy 

flux wb, and buoyancy forcing Bf and  the buoyancy profile B ( z )  are calculated as 

i&=g(cuwto-pmij) 

where g is gravitational  acceleration, Q and P are  the  thermodynamic expansion coefficients 

evaluated at local values of T and S ,  and  the subscript 0 specifies the value at the surface. 

2.3 Experiment  Design 

The  annual mean  climatological temperature  and salinity  distributions of Levitus et al. 

(1994) are used  for model initial  conditions. The model ocean was spun  up for 30 years 
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from rest using the COADS monthly-mean climatological wind stress,  heat,  and fresh wat.er 

fluxes (da Silva et al., 1994). The short-wave  radiation is  allowed to  penetrate below the 

model ocean  surface,  leading to  subsurface bulk heating using the formula of Paulson and 

Simpson (1977). For this spin-up  experiment, as in Barnier et  al. (1995), the model heat 

flux has  two  components: a prescribed COADS net flux and  a correction  term  proportional 

to  the difference between the COADS climatological SST  and  the model  SST. The correc- 

tion coefficient  is computed based on air-sea  variables and is a function of space and  time. 

The COADS monthly-mean  climatological  evaporation and  precipitation  rates  are used to 

calculate the model fresh-water  flux.  In  order to compensate  errors  in the fresh-water  flux, 

the surface  salinity is restored  toward the Levitus  monthly-mean  climatology  with a restor- 

ing time  scale of  30 days. After 30 years of model integration,  the upper  ocean reaches a 

quasi-equilibrium state.  Then,  the real-time  monthly-mean COADS wind stress from Jan- 

uary 1945 to December 1993 is  used to force the model ocean. The heat flux is calculated 

as described in the previous  section. Two 49-year (1945-19931 solutions have been obtained. 

The two simulations differ  from each other  only by the vertical  mixing schemes: i.e., PP 

versus KPP, which  is explained in the following section. 

3. The  vertical  mixing  schemes 

3.1 The Pacanowski  and  Philander (PP) scheme 

With  the PP scheme, turbulent mixing in an ocean  general  circulation model is treated by 

a first-order  local diffusion approach in which the subgrid-scale turbulent vertical  kinematic 

flux of a  quantity x (X as the mean) is assumed proportional to  the local  property  gradient 

with  an  appropriate  eddy mixing coefficient K .  This so-called K-theory can be described as 

- wx = -Ka,X, (12) 
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where the  upper case ( X )  represents mean quantities resolved at the model grid and  the 

lower case ( x )  represents the subgrid scale variables  (also called turbulent  fluctuations).  The 

measurements of Crawford  and  Osborn (1979) and Osborn  and  Bilodean (1980) suggest that 

turbulent mixing processes in the tropics are  strongly influenced  by the  shear of the mean 

currents. The mixing coefficients can be approximated as 

VO K, = 
(1 + aR2,)" + vb 

where Km represents viscosity, Kt represents diffusivity, and  the local  gradient  Richardson 

number 
N 2  Ri - 

- uz2 + K2'  
As in Pacanowski and  Philander  (1981),  the  background viscosity Vb = l.0cm2s-l, diffusivity 

K b  = 0.1cm2s-', vo = lOO~m~s-~, n = 2, and a = 5. N represents  Vaisala  frequency  and 

U, and V,  the vertical  shear.  In  particular, at the model's first level, both Km and Kt have 

a minimum value of 10crn2s-' to compensate for the mixing induced by the high-frequency 

wind fluctuations that  are absent from the monthly mean values. For the convection case 

(Rig < O.), a maximum value of 1.0 x 106m2s-' is used in  order to mix the  heat  instanta- 

neously in the vertical to a depth  that ensures a stable density  gradient. 

3.2 The K-Profile  Parameterization (KPP) scheme 

In  contrast to  the conventional PP scheme, the  KPP scheme considers two distinctly  nonlocal 

aspects of large-scale ocean  turbulence. The subgrid-scale, turbulent, vertical  kinematic flux 

can  be  described as 
- wx = -K@X - Tz), 
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where the  term -,J= represents the additional nonlocal transport  term besides the familar 

local downgradient  component. The eddy mixing coefficient K everywhere inside the ocean 

boundary layer (OBL) depends  upon both  the surface forcing and  the  depth of the layer as 

follows: 

K(a)  = hw(c)G(a) ,  (17) 

where cr = f represents a dimensionless vertical  coordinate, h the OBL depth, d the  distance 

from the surface, w(a)  a depth-dependent  characteristic velocity called turbulent velocity 

scale, and G(a) a nondimensional vertical shape function.  Equation (16) is applied for 

temperature, salinity, and  other passive tracers.  The  eddy viscosity, K,, is also defined as 

(16) but  with w replaced by another velocity scale w,. With proper  formulation of w (or w,), 

it  can  be shown that Equation (16) behaves well from very stable to very  unstable  conditions 

in  horizontally homogeneous and  quasi-stationary  situations (Hogstrijm, 1988; Large et  al., 

1994). For unstable  conditions, w and wm are  proportional to  the so-called convective velocity 

scale w*, while for neutral and  stable  conditions, w and w, are  proportional to  the friction 

velocity u,. A  summary of the velocity scales is  given in Appendix A. 

The  depth of the OBL is determined by a bulk Richardson number  relative to  the surface 

as: 

when Rib = Ri, (a critical value of 0.3 used in our simulation), the  depth is called boundary 

layer depth h. It measures how deep a turbulent  boundary layer eddies  with a mean velocity 

(UT, v )  and mean buoyancy B, can penetrate  into  the interior  stratification before becoming 

stable  relative to  the local buoyancy and velocity. Both E?, and (UT, K) are  estimates of the 

average buoyancy and velocity, respectively, over the surface thin layer on the  top of h. In 

our  simulation, since our vertical resolution is rather coarse, they  are simply set  to  the values 
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at the surface  first level. The  turbulent velocity shear  term V , / d  measures the  strength of 

the  turbulence  and is important in pure convection and  other  situations of little  or no mean 

shear.  Its detailed  definition  can be found in Appendix B. Because of the  addition of V,, 

h can  measure the  strength of the  entrainment from the  stratified layer below the surface 

mixed-layer due  to  the large turbulent eddies. 

At all depths inside the OBL, the mixing  coefficients are  directly  proportional to h, 

reflecting the  ability of deeper  boundary layers to contain  larger, more efficient turbulent 

eddies. The  shape function is a cubic polynomial (O’Brien, 1970) as: 

Obviously, G(0) = 0 satisfies the physical condition that  turbulent eddies do  not  cross  the 

surface. The coefficients a2 and a3 are computed to make the interior and  boundary layer 

mixing coefficients and  their  gradients  match at cr = l.O(d = h). Thus, interior  mixing is 

able to influence the  entire  boundary layer. 

The nonlocal transport  term yz in Equation (15) represents the nonlocal  impact of the 

large-scale turbulence mixing and is non-zero only in the  boundary layer  for tracers under 

unstable forcing for our  present  simulations. The detailed  description of 3; can  be found  in 

the Appendix C. Below the  boundary layer h, the  parameterization is similar to  the PP case 

where both viscosity and  diffusivity  are  shear-dependent. 

4. Results 

In  order  to distinguish the difference between the KPP and PP simulations, a detailed 

comparison is made in this section by separating  the simulated 49-year time-series into 

the  annual mean state,  annual cycle, and interannual-to-interdecadal variability. All the 
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mean states  are calculated within the period from 1961 to 1990 unless specifically mentioned 

otherwise. 

4.1 The Mean State 
a. Tropics 

The coefficients of vertical eddy viscosity Km and  eddy diffusivity Kt vary considerably in 

the global oceans. They usually have large values in the surface mixed-layer, but have very 

small values below the thermocline.  Figure 1 shows the vertical profile of mean K, on  the 

equator at 165OE, 140"W, and llO"W, respectively. As a remarkable difference in the surface 

of 50-100 m, K, from the  KPP scheme is much larger than K, from the PP scheme. For 

the  KPP scheme, as observed by Crawford and  Osborn  (1979), K,  varies from l0cm2s-' to 

~ O O C ~ ~ S - ~  in the  top 50 m water column in both  the  central  and  eastern  equatorial Pacific 

Ocean. In  the western warm pool region, K, can  be even larger,  with a value of 2 5 O ~ m ~ s " ~  

at the surface. As expected, the simulated value of Km in and below the thermocline, 

however,  is substantially  smaller.  Figure 2 shows the vertical distribution of simulated 

mean zonal velocity on the  equator for comparison with the  mean Tropical Atmosphere 

Ocean  (TAO) array observation (Yu and  McPhaden, 1999) at 165"E, 14OoW, and  llOoW, 

respectively. Note that  the Equatorial  Undercurrent  (EUC) at 140"W in the KPP solution 

is  much deeper  and the  depth of its core is about 20 meters closer to  the observation than 

that in the PP solution. This  can  be explained as follows: a larger vertical  eddy viscosity is 

parameterized in the KPP scheme and, therefore, more surface  kinetic energy can  penetrate 

into  the deeper  ocean  interior across the  sharp thermocline  through the resolved surface 

boundary layer. The improvement in the western equatorial Pacific is also remarkable, even 

though  the  contribution from the Indonesia throughflow can  not be ingored in reality. At 



14 

the location of llO"W, even the  amplitude of EUC is  much  weaker in both solutions than 

TAO observation there.  This is probably caused by insufficient vertical resolution in the 

thermocline  out-cropped region. The  depth of EUC core in the  KPP solution is also much 

clcser to  the observed than in the PP solution. 

Besides the improvement in simulating the mean tropical  current structure,  the  KPP 

scheme also produces more realistic thermal  structure  than  the PP scheme. Figure 3 shows 

the annual-mean temperature along the  equator  and  the differences between the two sim- 

ulations  and  the Levitus climatology (Levitus et al., 1994). The thermocline  in the  KPP 

solution is more  tightly defined than  the PP solution due  to  the larger value of Kt, although 

both  solutions  are colder than  the Levitus annual-mean climatology (mostly due  to errors 

in the surface heat flux). Figure  4 shows the annual-mean SST  and  the differences between 

the simulations from both  the KPP and PP schemes and  the Levitus climatology. When 

the PP scheme is used, the simulated  temperature in the  eastern  equatorial Pacific Ocean 

can  be  more  than two degrees colder than  the observed (Fig. 4e). This cold bias as de- 

scribed  in  Stockdale et al. (1993) and Niiler et  al. (1995) in the  eastern  equatorial Pacific is 

significantly reduced to less than one degree when the  KPP scheme is used (Figure  4d). 

b. Extratropics 

In  the  extratropical region, where shear-dependent mixing is significantly weaker than in the 

tropical  region,  the difference can be even more dramatic.  This is clearly shown in Figure 5, 

where the mean K, averaged over the  central North Pacific region (160°E1600W, 34'-36"N) 

is displayed. For the  KPP scheme, K, varies from l O ~ m ~ s - ~  to 4 O ~ m ~ s " ~  inside the surface 

mixed layer. On  the  other  hand,  the PP scheme obviously failed to simulate the vertical  eddy 

viscosity. Similarly, the simulated  current structure is different. The mean zonal current  and 

its  Ekman  component in the  central  North Pacific Ocean are shown in  Figure 6 ,  The  Ekman 
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component 

the surface 

from the KPP solution is generally larger than  that from the PP solution at 

(Figure  6c).  The  geostrophic velocity relative to  that at 1000 meter  depth is 

computed  from  geopotential .anomalies between 34"N and 36"N. The geopotential  anomalies 

were calculated  through the annual-mean  distribution of temperature  and  salinity from the 

solutions by both schemes. Because the vertical  eddy viscosity in the KPP solution is rather 

larger (Figure  4b),  the  Ekman  spiral  depth 

DE = T (  -) 2Km 112 

I f  I (20) 

is accordingly  larger. Based on  Figure 5, an average Km of about ~ O C ~ ~ S - ~  can  be found 

for the KPP solution. Checking with  Table 2, DE should  be around 27 meters.  This is 

consistent with  the  estimation from the vertical structure of Ekman velocity (Figure  6c). 

For the PP solution, K, is very small  except in the first level where a minimum value of 

l O ~ m ~ s - ~  is specified. Therefore, the Ekman layer from the PP solution is very shallow and 

almost  no  evident  Ekman layer exists most of the  time. 

4.2 The Annual Cycle 

Besides the mean state,  the difference of K, also results in a different annual cycle of both 

current and  thermal  structures. 

a. Current 

Figure 7 shows the vertical  distribution of mean annual cycle of equatorial zonal currents 

taken at 140"W and  ll0"W during 1980-1991 from both observation (Yu and Schopf, 1997) 

and  the  twin 49-year (1945-1993) simulations. In general, both  the  phase  and  amplitude  are 

comparable  in  both KPP  and PP schemes. However, the  depth of the maximum current 

amplitude  in  spring from the  KPP scheme is closer to  the TAO observation than  the PP 



16 

scheme. In  the  extratropical region, the current structure also exhibits  strong seasonal 

variability as shown in Figure  6d. In winter (Janurary-March) when the wind  is strongest, 

the zonal component of modeled Ekman  current  can reach 4cms-l, while it is only about 

lms-l in  summer  (July-September). 

b. Temperature 

Figure 8 shows the vertical distribution of zonally-averaged mean  seasonal temperature 

anomalies in  the whole Pacific basin for March and  September. The seasonal temperature 

anomalies were calculated from the mean seasonal cycle of the last five years of the 30-year 

spin-up  model  integration.  It  can be seen that in the PP solution the mean  seasonal  temper- 

ature anomalies are mostly trapped near the surface. In  contrast, in the  KPP solution, the 

mean  seasonal temperature anomalies are more realistically distributed in the upper  ocean 

water  column. A layer of 30-50 m  deep  with a uniform termperature can be found in the 

subtropics  in  both hemispheres. The improvement is rather significant,  although  it is still 

shallower in the  KPP solution than in the Levitus climatology. It requires more extensive 

studies to ascertain to what  extent  the KPP scheme can  be  further  improved, by adjusting 

the  KPP  parameters, using alternative  surface forcing or  interplaying the interaction between 

the  KPP  and GM schemes. 

Figure  9 shows the zonally-averaged mean seasonal temperature anomalies  in the mid- 

latitude (40ON) as a function of depth  and month from the  Levitus climatology and  the 

differences between the two simulations and  the Levitus climatology. For the  KPP simula- 

tion,  the difference is  less than 1 degree most of the  time except for the summer  transition 

period when the monthly  variation  has the largest value (Fig. 9d). For the PP simulation, 

the seasonality is overestimated in the  thin surface layer (about 20m) while underestimated 

in the interior  and sandwiched in between with a thin layer of strong  gradient, which  is 
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obviously unrealistic  (Fig.  9e). Besides leading to  an erroneous ocean temperature, im- 

proper mixed-layer physics has also led to wrong sensible and latent  heat fluxes, therefore, 

wrong upper  ocean heat content.  Figure  10 shows the seasonal anomalies of the vertically 

integrated  heat  content  against  the  sea  surface  temperature averaged over the box region in 

the central  North Pacific Ocean from  160"E to 160"W in longitude and from 30"N to 40"N 

in latitude. Note that  the  KPP solution is significantly better  than  the PP solution when 

compared  with the Levitus climatology. The PP scheme underestimates the seasonal change 

of heat  storage while overestimating the seasonal change of SST in this  mid-latitude ocean 

region, which is consistent with a recent study of Stammer  et  al. (1996). In  particular, 

the March temperature in the PP solution is 2 degrees colder than  the Levitus  observation, 

while the  September  temperature is  over 1 degree warmer. The  KPP scheme has  resulted in 

a much larger heat  storage  capacity in the upper ocean than  the PP scheme. 

c.  Boundary layer depth h 

In  the  KPP scheme, the surface heat  and fresh-water fluxes determine  the surface buoyancy 

fluxes and surface wind forcing determine the surface momentum fluxes. Based on the 

turbulence  similarity  theory,  these surface buoyancy and momentum fluxes should be able 

to  penetrate  into a depth where they  first become stable relative to  the local buoyancy 

and velocity. This  boundary layer depth h is determined explicitly by calculating the bulk 

Richardson  number  relative to  the surface according to Equation (18). Figure 12 shows the 

monthly-mean  distribution of h for March. The distribution of h is strongly inhomogeneous, 

ranging  from  10  m to more than 100 m.  In the central  tropical Pacific Ocean, h can change 

in the  range of 30 < h < 100 m. There is a distinct seasonal cycle for h, mainly due  to  the 

seasonal cycle of the surface  heat fluxes. In general, in northern  spring, h in the  northern 

hemisphere is much deeper than  that in the  southern hemisphere. Especially in the Kuroshio 
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Current  and  its  extension region and the central  tropical Pacific region, the value of h can be 

as high as 100 m,  implying that  the surface  momentum flux and buoyancy flux can  penetrate 

as deep as 100 m before they reach stable condition. For comparison, the  distribution of the 

mixed-layer depth (MLD) is also shown in Figure  11. Following Levitus et al.  (1994), the 

MLD  is defined as the  depth where ut first exceeds its surface  value by  0.1251cgn1-~. The 

MLD depends  on  the  integrated performance of wind and also  depends  on  the  stability of the 

underlying  water and  on  the  heat  and fresh-water balance  through the surface.  Overall, the 

distribution  pattern of h is similar to  that of  MLD although MLD is generally  deeper than 

h especially in the Kuroshio  Current  and  its  extension region and in the  central  Northeast 

Pacific region. The formation of the mixed  layer is a complicated  time-dependent  process 

which is still  not  understood fully (Lukas and  Lindstrom, 1991). 

The seasonal cycle of h is primarily  determined by the seasonal cycle of the surface fluxes, 

including both wind stirring  and  radiation fluxes. Figure 12 shows the monthly-mean  value of 

In(&,) zonally averaged  around the dateline for March and September. The monthly-mean 

values h and MLD are also overlaid  in Figure 12. Note that  the MLD  is  much deeper than 

h especially  in the season of winter when the wind stirring is strongest  and  the  turbulent 

mixing is very intense  within the OBL. The  distribution of vertical  eddy viscosity overlaid by 

the h and MLD is displayed for March and  September in Figure  13, respectively. Within  the 

OBL,  the  eddy viscosity K, defined  by Equation (17) is inhomogeneous in different  regions. 

The vertical  distribution is also nonuniform.  The values at  the  bottom of the OBL are larger 

than  those inside of the layer (Figure 5). Most of them  change from 10 < Km < 100.0cm2s” 

and  are seasonally  dependent. Below the OBL, Km is determined by Equation (13) and most 

values are in the range of 1.0 < Km < 10.0cm2s”. The values below the OBL have been 

matched  with  those  inside the OBL. 
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4.3 Interannual-to-Interdecadal Variability 

While the tropical  interannual variability associated with ENS0 in the Pacific Ocean  can 

be simulated  reasonably well  by the PP  scheme (Philander  et al., 1987; Philander, 1990), 

the extratropical interannual-to-interdecadal variability  has  not been well simulated  with 

an- OGCM (Philander, 1999, 'personal  communication). A number of recent studies have 

reported the pronounced interannual-to-interdecadal variability in the  extratropical Pacifc 

Ocean (for recent reviews, see Mantua et al., 1997, and Nakamura et al., 1997).  Although 

the cause of this variability is still a matter of debate,  the  spatial  pattern of the decadal-to- 

interdecadal  variability in the ocean has proven to  be strongly 3-dimensional by analysing 

both  SST  and subsurface ocean thermal data (Zhang  and Levitus, 1997). In  particular, 

Deser et  al. (1996) presented a detailed analysis of the vertical structure of seasonal thermal 

anomalies in the  upper  North Pacific Ocean during 1970-91, emphasizing the role of local 

interactions between the surface mixed  layer and  the thermocline  in  producing  subsurface 

thermal  anomalies.  Figure 14 shows the time-depth structures of the seasonal temperature 

anomalies in the Kuroshio extension region as observed by  Deser et  al. (1996) and simulated 

by both  the  KPP  and  the PP experiments. Same as Deser et  al. (1996), the seasonal 

temperature anomalies were calculated by removing the monthly-mean climatology from 

1970 to 1991. The residuals were then averaged seasonally within the box region (34'-42'N, 

14O0-18O0E). Note that, in the  KPP simulation, the cold pulses beginning in  1981 are well 

simulated  with  comparable  amplitudes  and similar phases at  the surface as well as in the 

deeper  ocean. As observed, the surface-initiated cooling occurs nearly  simultaneously  within 

the upper 400 m and shows very little  attenuation  with  depth,  The deep penetration is 

well simulated by the KPP scheme in terms of both  amplitude  and phase. The -0.6"C 

. contour line can reach as deep as 350-400 m where the permanent  thermocline is located. 
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In  sharp  contrast, in the PP simulation,  although the phase is relatively consistent  with the 

observation, as expected, the  depth of penetration is  much shallower than  the observation. 

Through  detailed  analysis,  it is found that for the decadal-to-interdecadal time scale, the 

amplitudes  simulated by both schemes are comparable at the surface, however, the  amplitude 

inside the  permanent thermocline in the KPP solution is much more  realistic than in the 

PP solution. For the  interannual  time scale, the amplitudes from both  the PP and KPP 

solutions are much weaker than  the observed inside the permanent  thermocline. It is not clear 

to what  extent  this lack of penetration in the KPP solution on  interannual  time  scale  can  be 

attributed  to  the deficiency of the mixing scheme or to  the poor  quality of the interannual 

forcing. As described in Section 2.2, there is no interannual-to-interdecadal component of 

fresh-water flux in the surface forcing. Only the climatological fresh-water flux derived from 

COADS is used in the model salinity  equation.  This issue requires further investigation. 

In  short, for the decadal-to-interdecadal  time scale, the PP scheme seriously lacks the 

capability of penetrating  this low-frequency thermal anomaIy into the permanent  thermo- 

cline, while the KPP scheme has a reasonable good skill in penetrating  this  anomaly  into 

the permanent  thermocline. For the  interannual  time scale, both schemes seem to fail in 

producing the thermal  anomaly effectively  below the mixed-layer. 

5. Discussions and Summary 

In  this  paper we have studied  the impact of two different vertical mixing schemes on  the 

solution of a Pacific OGCM. In  the conventional PP scheme, the vertical  eddy viscosity 

and diffusivity  are  determined based on local vertical gradients of density  and velocity. In 

contrast,  the  KPP scheme includes nonlocal processes and determines the vertical profiles of 

eddy viscosity and diffusivity based on a diagnosed boundary-layer depth  and a turbulent 
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velocity scale. The boundary-layer depth is determined  through the requirement that surface 

momentum and buoyancy fluxes should penetrate  to a depth where they become stable 

relative to  the local velocity and buoyancy. The  turbulent velocity scale is a function of 

surface wind forcing, buoyancy forcing, and  the boundary-layer depth. It also incorporates 

a smooth  transition  to  the parameterization of interior vertical mixing. 

The PP and  KPP schemes have been compared using two 49-year (1945-1993) simulation 

experiments forced by real-time, monthly-mean wind stresses and  heat fluxes derived from 

COADS. The comparison is made in both tropical and  extratropical regions for the annual- 

mean state,  annual cycle, and interannual-to-interdecadal variability. Overall, the KPP 

scheme has produced more realistic simulations of the upper  ocean thermal  structures. In 

the  tropics,  the  KPP vertical mixing scheme produces more realistic thermal  structures  than 

the PP scheme. As an example, the cold tongue in the KPP solution is  less cold than in 

the PP solution.  In  the  extratropics, however, the  KPP scheme is significantly better in 

simulating the  temperature anomalies and  the upper ocean- heat  storage when compared 

with  observations. 

Both the mean state  and  the seasonal cycle of current  structures have also been analyzed. 

It is found that  the core of equatorial  Undercurrent in the  KPP solution  has  comparable 

amplitude  but  about 20 meter  deeper than in the PP solution and closer to  TAO  observations. 

In  the middle latitude,  the Ekman  spiral depth in the  KPP solution is about 20-30 m deep 

by investigating the  current  structures in the  central  North Pacific Ocean region. For the PP 

solution, the Ekman layer  is either very shallow or  almost does not  exist. The improvement 

in both  the tropics and  the  extratropics can  be explained by that in the  KPP scheme more 

realistic profiles of vertical eddy viscosity and diffusivity have been  parameterized than in 

the PP scheme. 
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In conclusion, the  KPP scheme  works well  in both  the tropics  and the  extra-tropics, 

while the PP scheme appears to be  applicable only in the tropics where the shear-dependent 

instability  dominates in the  turbulent mixing. Another difference between the two schemes 

lies in the  treatment of convection. For the PP scheme, an ad hoc convection scheme is used 

whenever the K g  < 0. This scheme sets eddy viscosity and diffusivity to very large values. 

For the KPP scheme, on the  other  hand,  the convection process is explicitly treated  through 

calculating the  turbulent velocity scale and  adding  the contribution of both  turbulent velocity 

shear  and  entrainment flux. In comparison to  the high-order turbulence closure schemes, the 

advantage of the  KPP scheme is its relative insensitivity to vertical  resolution. Given the 

correct  surface forcing and advective transports,  it will properly distribute properties in 

the vertical  according to  the empirical functions  determined from measurements.  From a 

computational  point of view, the  addition of the KPP scheme increases only about 10% of 

the computing  time. It is, thus, more efficient than high-order turbulence closure schemes, 

which requires 50% or more computational  time  (Rosati  and. Miyakoda, 1988). The success 

of the KPP scheme can  be  attributed to: (1) a realistic prediction of an ocean  boundary layer 

depth  through a bulk Richardson number; (2) an explicit assumption for the  shape of the 

distribution of the  turbulent coefficients; (3) a nonlocal transport  dependent  on the surface 

fluxes and  the  boundary layer depth;  and (4) a shear-dependent mixing region below the 

boundary  layer. Among them,  the explicit assumption for the  shape of the distribution of the 

turbulent coefficients is the key. The nonlocal transport represents the  important processes of 

turbulent mixing in the boundary layer where there  are various coherent structures, such as 

buoyant vertical  plumes, Langmuir circulation, Kelvin-Helmholtz waves, and  internal  gravity 

waves. The significance of this nonlocal transport  term in different situations remains to  be 

determined. 
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Although the  KPP scheme has made significant improvement in simulating the vertical 

distrubution of thermal  and kinetic energy, there  are  still room for improvement. The pen- 

etration  depth is not as deep as observed, especially for interannual  variability  (although it 

may be due  to  the  poor quality of the  interannual forcing). Besides further  adjusting  the 

interior mixing parameters (Large, 1999, personal communication), it is expected that  the 

KPP solutions  can  be  further improved  by more accurate  representation of the  heat  and fresh 

water fluxes. One of the future  studies  with  the nonlocal KPP scheme should focus on using 

synoptic forcing (with a high-frequency component,  such as diurnal cycle) to drive the ocean 

boundary layer. In  this case, the  turbulence will be developed fully inside the boundary 

layer and  the physics of turbulence  similarity  theory might be more effective in  explaining 

the real situation.  The sensitivity of the  KPP scheme to salinity and fresh-water flux and 

its  potential  impact  on  simulating  the low-frequency thermal  variability also requires careful 

investigation. 

According to recent intercomparison studies  (Stammer  et'al., 1996), there  are discrepan- 

cies between the OGCM  simulation using the PP scheme and  observations in terms of both 

large-scale mean  circulation and  its variability, especially in the  extra-tropics. It has been 

shown that improvements in external  surface forcing fields, including wind-stress fields and 

sea  surface heat  and fresh water fluxes, can lead to a significant improvement in  their overall 

agreement  (Fu and  Smith, 1996; Large et  al., 1997). It is our belief that improved boundary 

layer physics such as provided by the  KPP scheme should produce further improvement to  the 

OGCM  simulations.  Furthermore,  an  OGCM  with an efficient, physically-based boundary- 

layer and  interior  vertical mixing mechanism such as the KPP scheme should  enable the 

construction of better coupled atmospheric-ocean models for the  study of natural  climate 

variability and anthoropogenic  climate changes. The processes and mechanisms for the cli- 
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mate regime shift in the North Pacific Ocean around 1976-77 and the exchange between th.e 

extratropics  and  the tropics can be investigated through models with this improved vertical 

mixing scheme. 
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APPENDIX A 

The Turbulent Velocity Scales in the Nonlocal KPP Scheme 

The  turbulent velocity scale,of  Eq. (17) depends  primarily  on the relative  height d /h  ( h  

is the OBL depth)  and  the  stability within the OBL (Hiigstriim, 1988; Holtslag and Boville, 

1993; Large et  al., 1994). Here, stability is  defined with  respect to  the surface  active heat 

flux x, or  equivalently  with the  ratio h /L  ( L  being the Monin-Obukhov  length  scale). 

Secondly, the velocity  scales  are as10 dependent  on the specific quantity of interest. We  will 

assume that  the velocity scales for mixing of scalars,  such as temperature  and salinity, are 

equally  denoted by wt. For the momentum  component, the velocity scale is different and 

denoted by w,. The specification of wt and w, is  given in details by Large et  al. (1994). 

For stable (5 < 0 or h / L  > 0) and  neutral  surface  conditions (wto = 0 or h / L  = 0), 
- 

the velocity scale for passive tracer is 

u* wt = -, 
dt 

where u* is the friction velocity defined  by 

Meanwhile dt is the dimensionless vertical temperature gradient given by 

€or f 2 0. L is the Monin-Obukhov length  and  defined by 
-8 

L =  -U*a 

k(w)wto  

where k = 0.4 is called von Karman’s  constant, Q thermodynamic  expansion coefficient, g 

is the  gravitational acceleration.  In stable conditions, the exchange coefficients for heat  and 
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momentum are often found to be similar  (Large et  al, 1994).  Therefore, we use in the model 

W m  = Wt. 

For unstable  conditions (G > 0 or h/L < 0) , the forms wt and w,,, differ from each  other 

and  the  difference could be  dramatic for strong convective situation.  In general, for unstable 

profile, the OBL can be  treated as two layers: thin surface layer and deeper boundary layer. 

For the  thin surface layer (usually $ 2 -1.0 for heat), wt is  given  by  Eq. (21) and 

Similarily wm is written as 

U* 
W m  = - (d/L 5 l.O), 

dm 

where &, is the dimensionless current speed gradient given by 

q5m = (1 - 16~l/L)"/~  (d/L 5 -0.2). 

For the deeper  layer, $t and dm can  be  written as 

$t = (-28.86 - 98.96~l/L)-l/~ (d /L  5 -1.o), (28) 

4m = (1.26 - 8.38d/L)"j3 (d/L 5 -0.2). (29) 

All these  unstable forms match the  stable functions at d/L = 0 (neutral  state)  and  are based 

upon the available data (Hogstrom, 1988). As  you can see from Large et  al. (1994, Figure 

Bl),  for all d/L < 0, dm > c#+, therefore, wm < wt, convection always mixes scalar tracers, 

including buoyancy, more efficiently than momentum. 

For the  pure convective situation when u* approaches zero, the ocean  boundary layer 

turbulence is well behaved because it becomes dependent  on a convective velocity  scale 

defined by 

w* = (-Bfh)'/3.  (30) 
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Combining all these  equations leads to 

w, = k(a,v*3 + czkaw* 3 ) 113 . 

For the convective limit,  the relation becomes as 

wz = k(C,k0)”3W*.  

APPENDIX B 

Turbulent  Velocity Shear 

The destabilizing  shear  term of Eq. (18), besides having the  magnitude  squared of 

the vector  mean velocity difference from (Ur, V , ) ,  also includes another  term V,(d), called 

turbulent velocity shear  (strictly  speaking,  equal to V,/d), which  is often  not negligible and is 

most important in pure convection and  other  situations of little or no mean  shear.  Therefore 

this  term needs to be  parameterized.  First of all,  it should  increase  with the  turbulent 

velocity scale  and  decrease  with  strtification 8,B = N 2 ,  where N is the local  buoyancy 

frequency.  These  dependencies and dimensional  considerations  suggest that 

In  order to determine 

0) and no mean  shear 

CL CL 

the detailed form of V,, a special case of pure convection (21. = 0, Bf < 

with a well-mixed  layer of buoyancy B, eroding  into  a layer of constant 

stratification, N ,  is considered. As an empirical rule of convection, the  ratio of entrainment 

flux wb, and  surface buoyancy flux ulb, in this case % = ,& (Figure 1 at Large et  al., 1994). 

The convection  rule,  plus  relations  Eqs. (16), (17) and  the  assumption of T b  << N 2 .  Notice 

that  the  numerator of Eq. (18) at d = h becomes h(h - he)N2. So we have G( $) h - (h-he)2 h2 

and N ( h e )  = N/C,,, constant 1 < C,, < 2 (C,, = 1.6 in  our  simulation, which accounts for 

some  smoothing of buoyancy profile at he caused by mixing). 

- - 
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Eliminating he, we can  get 

1/,'(h) = 

Using the  scalar (32) to go  from the 

G 2 ( d )  = 

pure convective to  the general  case gives 

(34) 

(35) 

Without  the Vt2 term in Eq. (18), cases of larger N at  the  bottom of the boundary layer would 

tend to have  smaller  entrainment fluxes because the larger buoyancy gradient is insufficient 

to compensate for the very much smaller diffusivity resulting from the smaller h. However, 

with  this  term  the larger N gives a  larger h from Eq. (18), and hence for a fixed he the 

smaller h,/h and  the larger h increase the diffusivity in Eq. (17) just enough to keep the 

entrainment flux independent of N .  Although the  ratio of this flux to  the surface  buoyancy 

flux will be a constant -PT in the convective limit, it will depend  on u* in forced convection. 

APPENDIX C 

Nonlocal  Transport Term 3;: 

The nonlocal transport  term in Eq. (16), which represents  nonlocal impact of the 

large-scale turbulence  mixing, is non-zero only for scalar  tracers  under  unstable  forcing.  In 

such  cases, as was suggested by Large et al. (1994), it  has been successfully parameterized 

by Mailb6t and Benoit (1982) as 

where w* = (-Bfh)'j3 is called convective velocity scale, C = 10, a constant  in a highly 

convective situation.  This nonlocal transport represents  those important processes of tur- 

. bulent  mixing  in the  boundary layer where there  are various  coherent structures, such as 
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Table 1. Vertical grid size and  depth used in the NCOM 
Level 

10.00  10.00 1 
Depth (m) Grid Size (m) 

11 
138.61  19.70 12 
118.91 14.87 

I 13 I 28.38 I 166.99 I I I 

43.20 210.19 
67.18 277.37 
103.92 381.29 

17 157.13 538.42 

Table 2. Ekman  Spiral Depth  against Vertical Viscosity (Latitude: 35"N) 
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Figure Captions 

Figure 1. The mean vertical profiles of K, calculated from Equation (13) in PP (dotted 

line) and  Equation (17) in KPP schemes (solid line) on  the  equator at 165"E (a), 140"W (b) 

and 110"W (c), respectively. Unit is  in c m 2  s-l. 

Figure 2. The vertical profiles of long-term mean zonal current from TOGA (+), KPP 

(solid lines) and PP (dotted lines) along the  equator at 165"E, 140"W and llO"W, respec- 

tively. Unit is in cm s-l. 

Figure 3. Annual-mean temperature along the  equator from Levitus  climatology (a), 

KPP simulation (b), PP simulation (c),  and  the difference between Levitus  climatology and 

KPP (d)  and PP (e)  simulations.  Unit is in "C. 

Figure 4. Annual-mean  SST  from  Levitus climatology (a), KPP simulation  (b), PP 

simulation  (c),  and  the differences between Levitus climatology and  KPP  (d)  and PP (e) 

simulations.  Unit is in O C .  

Figure  5. The mean vertical profile of K,,, calculated from Equation (13) in PP (dotted 

line) and  Equation (17) in KPP schemes (solid line) in  the  central  North Pacific Ocean region 

from 176"E to  176"W in  longitude and from 34"N to 36"N in latitude. Unit is in c m 2  s-'. 

Figure  6. The vertical profiles of the  annual-mean  total zonal velocity (a), the annual- 

mean  geostrophic  zonal velocity (b),  the annual-mean zonal Ekman velocity (c) and two 

different seasonal mean Ekman velocities (d and  e) averaged in the  same region as in Figure 

5. The geostrophic velocity is computed by calculating the  geopotential anomalies between 

34"N and 36"N and is relative to level-19  which  is between 768 and 1092 meter  depth. Unit 

is in cm s-'. Same as in Figure 4, PP (dotted)  and  KPP (solid).  Note the different vertical 

scale  in (b). 

Figure 7. Annual cycles of equatorial zonal currents from TAO observations  taken at  
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14OOW and 110"W (upper) and from KPP (middle) and P P  (lower) simulations. TAO 

observation is  from Yu and Schopf (1997). Unit is  in cm s-'. 

Figure 8. Zonally-averaged temperature anomalies (with  annual-mean values removed) 

as a function of depth and  latitude from Levitus climatology (top),  KPP solution (middle) 

and PP solution (bottom) for March and September. Contour interval is 0.5"C. 

Figure 9.  Zonally-averaged temperature anomalies as in Figure 8 at 40"N as a function of 

time  and  depth from Levitus climatology (a), KPP (b)  and PP (c). The differences between 

the simulations  and Levitus climatology are also shown (d and  e).  Contour interval is 0.5OC. 

Figure  10.  Heat  content anomalies as a function of sea surface temperature from Levitus 

climatology (solid line), KPP solution (dashed line) and PP solution  (dotted line) averaged 

over a box region  from 160"E to 160°W in longitude and from 25'N to 40"N in latitude.  The 

heat  content anomaly is integrated  up to 277 m  and averaged over the box  region with a unit 

of "C m. The number (1, 2, ..., 12) represent the  month of January,  February, .. ., December. 

Figure 11. The  distribution of monthly-mean boundary layer depth h (above) and 

monthly-mean mixed-layer depth (below) from the KPP solution at March averaged be- 

tween 1971 and 1990. Contour interval is  20 m. The mixed-layer depth is  defined as the 

depth where ut first exceeds its surface value  by 0.125I~grn-~.  The rectangular  box region 

(below) is defined as the Kuroshio Current Extension region used in Figure 14. 

Figure 12. Monthly-mean bulk Richardson number  (in natural logarithm) as a function of 

depth  and  latitude for March  and  September. The bold solid  lines represent monthly-mean 

boundary-layer depth  and  the bold dotted lines represent the monthly-mean mixed-layer 

depth. 

Figure 13. Monthly-mean vertical eddy viscosity calculated from KPP scheme and aver- 

aged between 1971 and 1990 as a function of depth  and  latitude for March  and  September 
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at dateline.  The bold solid lines represent the monthly-mean  boundary-layer depth  and  the 

bold dotted lines represent the monthly-mean mixed-layer depth. 

Figure 14. Monthly-mean temperature anomalies as a function of depth  and  time from 

Deser et  al. (1996) observation (top),  KPP simulation  (middle), and PP simulation  (bot- 

tom).  The monthly-mean temperature anomalies are calculated by averaging the value in 

the Kuroshio Current Extension  (KCE) region (34'N - 42ON, 140"E180°E, see  Figure 11). 

Contour  interval is 0.2OC, and  dark shaded when anomalies greater  than 0.4% and grey 

shaded  when  anomalies between -0.4'C and 0.4'C. For Deser et  al. (1996) observation data, 

there is a gap in the middle of 1970s. 
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